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Ever increasing volumes of sensor readings, transactional 
records, web data and event logs call for next generation of big 
data mining technology providing effective and efficient tools 
for making use of the streaming data. Predictive analytics on 
data streams is actively studied in research communities and 
used in the real-world applications that in turn put in the 
spotlight several important challenges to be addressed. In this 
talk I will focus on the challenges of dealing with evolving data 
streams. In dynamically changing and nonstationary environ-
ments, the data distribution can change over time. When such 
changes can be anticipated and modeled explicitly, we can 
design context-aware predictive models. When such changes in 
underlying data distribution over time are unexpected, we deal 
with the so-called problem of concept drift. I will highlight 
some of the recent developments in the proactive handling of 
concept drift and link them to research in context-aware 
predictive modeling. I will also share some of the insights we 
gained through the performed case studies in the domains of 
web analytics, stress analytics, and food sales analytics.  

A. Concept drift in evolving data streams 

Predictive analytics as a research field studies how to 
extract useful knowledge from various data sources to induce 
different kinds of predictive models, which are ubiquitous for 
data-driven optimization, decision support, and decision-
making. Predictive analytics includes, but is not limited to 
prediction, e.g. user intent [6] or food sales [15] prediction; 
matching, e.g. driver route recognition [11]; classification, e.g. 
antibiotic resistance prediction [13]; monitoring, e.g. switching 
of the operating regime [12] or stress detection [2,8]; 
forecasting and nowcasting, e.g. website traffic or solar 
radiation [16]; causal effect prediction and modeling what-if 
scenarios, e.g. predicting the effect of a marketing action [14].  

In the past a typical predictive analytics R&D project life-
cycle would assume the main involvement of a data mining 
expert for data modeling, model induction, and its evaluation 
and then at the moment of model deployment into operational 
settings, for live testing and final fine-tuning of the model.  The 
current typical operational settings of data-driven decision 
making are much more dynamic. In many modern applications 
of predictive analytics, data evolve over time and must be 
analyzed in near real time. Patterns and relations in such data 
often evolve over time, thus, predictive models induced from 

such data may become obsolete over time unless we inject 
some adaptive learning mechanisms into predictive modeling. 
Predictions are also inherently context sensitive requiring 
adaptation of predicting to the current context. The number of 
contextual factors that may affect the behavior of the modeled 
concept can be enormous and hard to model explicitly, 
especially because some of such contexts may be unobservable 
to the predictive models. Unexpected changes in underlying 
data distribution over time are referred to as concept drift [5]. 
In data mining, machine learning, pattern recognition, and 
signal processing the phenomenon has been studied under other 
names, including but not limited to covariate shift, dataset shift, 
and nonstationarity. In supervised learning, concept drift refers 
to changes in the conditional distribution of the target variable 
given the input features, while the distribution of the input may 
stay unchanged. Changes in underlying data may occur due to 
different kinds of reasons; cf. changing personal interests vs. 
changes in population vs. adversary activities vs. a complex 
nature of the changing environment. A typical example of the 
concept drift is a change in user’s interests when following an 
online news stream. Even if the distribution of the incoming 
news documents remains the same, the conditional distribution 
of the interestingness of news for that user changes.  

B. Proactive handling of concept drift with adaptive learning 

Adaptive learning refers to updating predictive models 
online during their operation to react to concept drifts. Over the 
last decade research related to learning with concept drift has 
been increasingly growing and many drift-aware adaptive 
learning algorithms have been developed. A comprehensive 
summary of the state-of-the-art methodologies and techniques 
for handling concept drift is available in the recent survey [5]. 
Two main strategies include evolving learning models 
continuously, e.g. retraining them on the most recent data 
window of some fixed size, and using a statistical change 
detection test as a trigger mechanisms to initiate a model 
update. Both single models and ensemble approaches are used 
to cope with concept drift. Unlike single models, ensembles, 
can maintain some memory of different concepts. The 
predictions can be casted by considering the output(s) of the 
most relevant base model(s) from the pool of existing models. 

Most of the work on concept drift assumes that the changes 
happen in a hidden (not observable) context. Hence, concept 
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drift is considered to be unpredictable, and its detection and 
handling is mostly reactive. However, there are various 
application settings in which concept drift is expected to 
reappear along the time line and across different objects in the 
modeled domain inviting us for developing more proactive 
concept drift handling mechanisms [17]. Indeed, seasonal 
effects for some object(s) would be common e.g. in food 
demand prediction [15] or in driver route recognition [11]. 
Explicitly modeling recurrence or periodicity of changes 
improves the speed and accuracy of online change detection 
[10]. Availability of external contextual information or 
extraction of hidden (exceptional) contexts [9] from the 
predictive features may help to better handle recurrent concept 
drift, e.g. with use of a meta-learning approach [4]. Temporal 
relationships mining can be used to identify related drifts, e.g. 
in the distributed or peer-to-peer settings in which concept drift 
in one peer may precede another drift in related peer(s) [1].   

C. Outlook: from accuracy to transparency and trust 

Domain experts play an important role in acceptance of 
predictive analytics. They often need to trust underlying 
techniques and be certain that they are really going to react to 
changes when they happen. They need to understand how these 
changes are detected and what adaptation would happen. 
Therefore, besides reliable detection of changes and timely 
adaptation to them, it is important to develop techniques for 
change description, localization and visualization (cf. concept 
drift in process mining [3] as a motivating example) providing 
insights to domain experts in how and why changes happened  
thus improving utility, usability and trust in adaptive learning 
and context-aware systems being developed for many of the 
big data applications.. A deeper integration of context-aware 
predictive modeling with concept drift handling approaches is 
one promising direction to do that. 
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