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Abstract 
 

Anton is a massively parallel special-purpose su-
percomputer designed to accelerate molecular dynam-
ics (MD) simulations by several orders of magnitude, 
making possible for the first time the atomic-level 
simulation of many biologically important phenomena 
that take place over microsecond to millisecond time 
scales.  The majority of the computation required for 
MD simulations involves the calculation of pairwise 
interactions between particles and/or gridpoints sepa-
rated by no more than some specified cutoff radius.  In 
Anton, such range-limited interactions are handled by 
a high-throughput interaction subsystem (HTIS).  The 
HTIS on each of Anton’s 512 ASICs includes 32 com-
putational pipelines running at 800 MHz, each pro-
ducing a result on every cycle that would require ap-
proximately 50 arithmetic operations to compute on a 
general-purpose processor.  In order to feed these 
pipelines and collect their results at a speed sufficient 
to take advantage of this computational power, Anton 
uses two novel techniques to limit inter- and intra-chip 
communication.  The first is a recently developed par-
allelization algorithm for the range-limited N-body 
problem that offers major advantages in both asymp-
totic and absolute terms by comparison with tradi-
tional methods.  The second is an architectural feature 
that processes pairs of points chosen from two point 
sets in time proportional to the product of the sizes of 
those sets, but with input and output volume propor-
tional only to their sum.  Together, these features al-
low Anton to perform pairwise interactions with very 
high throughput and unusually low latency, enabling 
MD simulations on time scales inaccessible to other 
general- and special-purpose parallel systems.* 

                                                                 
* Correspondence to shaw@deshaw.com.  David E. Shaw is also 

with the Center for Computational Biology and Bioinformatics, 
Columbia University, New York, NY 10032.  

1. Introduction 

Anton, a massively parallel special-purpose ma-
chine scheduled for completion in 2008 [23], is de-
signed to execute millisecond-scale molecular dynam-
ics (MD) simulations, approximately three orders of 
magnitude beyond the duration of the longest current 
MD simulations [8, 20].  Simulations of this scale 
could allow scientists and drug developers to visualize 
for the first time critically important biochemical phe-
nomena that cannot currently be observed in labora-
tory experiments, including the “folding” of proteins 
into their native three-dimensional structures, the 
structural changes that underlie protein function, and 
the interactions between two proteins or between a 
protein and a candidate drug molecule [6, 12, 13, 19].   

The initial version of Anton will comprise 512 
identical processing nodes, each containing a special-
ized MD computation engine implemented as a single 
ASIC in 90 nm technology, connected to form a three-
dimensional torus [23].  This paper describes the high-
throughput interaction subsystem (HTIS) of the Anton 
ASIC, which handles the most arithmetically intensive 
portions of an MD computation.  The HTIS acceler-
ates the pairwise interaction computations that domi-
nate an MD simulation by over two orders of magni-
tude relative to state-of-the-art general-purpose micro-
processors.  The Amdahl’s law bottlenecks exposed 
by this acceleration are addressed by the flexible sub-
system, described in a companion paper [14]. 

 

1.1 MD Workloads and the HTIS 

A typical system representing a protein sur-
rounded by water might contain 25,000 atoms, each 
represented by one particle.  Simulating this system 
for one millisecond requires the computation of a total 
of roughly 1019 interactions between pairs of nearby 
particles.  In order for a 512-node machine to perform 
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this simulation in a month, each node must compute 
over 7,000 interactions per microsecond, in addition to 
the overhead associated with other required communi-
cation and computation.  Evaluating the functions as-
sociated with each of these interactions requires 
roughly 50 arithmetic operations on a typical pro-
grammable processor. 

Anton’s HTIS delivers the tremendous arithmetic 
throughput required to reach millisecond-scale simula-
tions using an array of 32 pairwise point interaction 
pipelines (PPIPs), each of which runs at 800 MHz and 
is capable of computing one interaction per clock cy-
cle, for a theoretical peak rate of 25,600 interactions 
per microsecond per ASIC.  In order to keep the pipe-
lines busy with useful computation, the remainder of 
the HTIS must determine pairs of points that need to 
interact, feed them to the pipelines, and aggregate the 
pipelines’ outputs.  This proves a formidable chal-
lenge given communication bandwidth limitations 
between ASICs, between the HTIS and other subsys-
tems on the same ASIC, and between pipelines within 
the HTIS.  We address this problem using an architec-

ture that supports direct product selection reduction 
operations (DPSRs), which take two sets of points and 
perform computation proportional to the product of 
the set sizes but only require input and output volume 
proportional to the sum of the sizes.  The HTIS also 
provides specialized support for the NT method, a par-
allelization scheme which significantly reduces inter-
ASIC communicaton requirements relative to tradi-
tional parallelization methods [22]. 

1.2 The Structure of an MD Simulation 

An MD computation simulates the motion of a 
collection of atoms (the chemical system) over a pe-
riod of time according to the laws of classical physics.  
The chemical system occupies a small parallelepiped 
(the global cell), typically tens of angstroms on a side, 
filled with tens or hundreds of thousands of atoms.  
For brevity, we describe only those details of MD cal-
culations required to explain the operation of the 
HTIS.  Numerous more complete surveys of MD 
methodology are available [1, 13].  For expository 
simplicity, we assume that each atom is represented by 
a single particle. 

An MD computation breaks time into a series of 
discrete time steps, each representing a few femtosec-
onds of simulated time.  Figure 1 shows a breakdown 
of the major computational tasks involved in an MD 
time step.  The shaded leaves represent the computa-
tions performed by the HTIS.  The remaining leaves 
correspond to tasks that lend themselves better to a 
fully programmable engine, both because they may 
vary substantially from one simulation to another and 
because they constitute a minority of the computa-
tional load.  On Anton, they are performed by the 
flexible subsystem.  

The majority of the computation in an MD simu-
lation involves range-limited pairwise particle inter-
actions, interactions  between pairs of points (particles 
or gridpoints) separated by less than some cutoff ra-
dius.  In principle, both van der Waals and electro-
static forces act between all pairs of particles in the 
simulated system.  Van der Waals forces fall off suffi-
ciently quickly with distance that they are generally 
neglected for pairs of particles separated by more than 
some cutoff radius, usually chosen between 5 and 15 
Å.  Anton uses a method for fast electrostatics calcula-
tion called k-space Gaussian split Ewald, or k-GSE 
[21], which avoids explicit computation of interactions 
between distant pairs of atoms and which maps to our 
specialized hardware more effectively than previously 
described fast electrostatics methods.  In k-GSE, elec-
trostatic interactions are divided into two contribu-
tions.  The first decays rapidly with particle separa-

Figure 1. Major computational tasks in an MD 
simulation on Anton.  Each MD time step con-
sists of force calculation followed by integration.  
The forces in MD consist of bonded and non-
bonded terms.  The nonbonded terms include 
van der Waals and electrostatic interactions.  The 
electrostatic interactions are split into a pairwise 
electrostatic force component and a grid-based 
electrostatic force component.  The latter is com-
puted by spreading charge to a grid, performing 
computation in Fourier space (including forward 
and inverse Fourier transforms), and calculating 
force on particles by interpolating grid potentials.  
The HTIS is responsible for the shaded tasks. 
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tion, and is thus computed directly for all particle pairs 
separated by less than the cutoff radius.  This pairwise 
electrostatic contribution, together with the van der 
Waals interactions, make up the particle-particle in-
teractions.  The second contribution (grid-based elec-
trostatic forces) decays more slowly but can be com-
puted efficiently in Fourier space.  Charge must be 
mapped from particles to nearby gridpoints (charge 
spreading) before transforming to Fourier space, and 
forces on particles must be calculated from results at 
nearby gridpoints (force interpolation) after trans-
forming back from Fourier space.  Charge spreading 
and force interpolation constitute the gridpoint-
particle interactions.   

The HTIS performs range-limited pairwise parti-
cle interactions, including both particle-particle and 
gridpoint-particle interactions.  In both cases, pairs of 
points are interacted if they are within a specified cut-
off radius, and the magnitude of the interaction is a 
function of the distance between the two points.  Ta-
ble 1 shows examples of the terms evaluated for the 
various interactions.  Other forms are also widely 
used, requiring the HTIS to provide considerable 
flexibility in the functional forms it supports.  For ex-
pository simplicity, this paper describes HTIS opera-
tion in terms of particle-particle interactions for force 
computation, but its actual operation is more general. 

2. Direct Product Selection Reduction 
Operations 

The 32 PPIPs on an Anton ASIC can sustain an 
aggregate input plus output data rate in excess of 10 
Tbit/s.  A naïve implementation that transferred the 
inputs and outputs of each pipeline between the HTIS 
and other subsystems would require communication 
bandwidth beyond the limits of current technology.  
Thus, the architectural challenge of the HTIS is to 
organize both the hardware and calculation so that 
high pipeline utilization can be sustained with achiev-
able communication bandwidth. 

Our solution is to formulate the range-limited 
pairwise interactions of MD in terms of direct product 
selection reduction operations (DPSRs), illustrated in 
Figure 2.  Abstractly, a DPSR takes two input sets P 
and T with cardinality |P| and |T|, respectively.  First, 
the DPSR forms the direct product of P and T, i.e., the 
complete set of ordered pairs consisting of one item 
from P and another from T.  A selection criterion fil-
ters the pairs in the product set and an interaction is 
computed on each pair that passes.  The results of the 
interactions are then reduced (summed), producing 
one output per input, for a total of |P|+|T| outputs in 
all.  The output associated with each input is the sum 

Table 1.  Representative functional forms of range-limited pairwise interactions required for MD 
simulations.  These are shown to illustrate the complexity of the computation performed by the HTIS, but 
the details are beyond the scope of this paper.  The distance between the interacting points is r, and the 
vector from one point to the other is r.  Van der Waals and electrostatic parameters associated with indi-
vidual points have subscripts 1 or 2.  The remaining parameters, σs, σ and c, are associated with the k-
GSE method [21] and are constant across interactions. 
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over all interactions involving that input.  In a DPSR, 
the input and output data volume is proportional to 
|P|+|T|, while the amount of computation is propor-
tional to |P||T|.  For all but the smallest values of |P| 
and |T|, |P||T| is much larger than |P|+|T|, providing 
the leverage needed to match I/O bandwidth to com-
putational throughput. 

Anton uses a novel parallelization method for 
range-limited pairwise interactions, the NT method, 
which can be formulated as a set of DPSRs.  In Anton, 
as in most parallel MD codes, the global cell is di-
vided into a regular grid of smaller parallelepipeds, 
which will be referred to here as boxes.  Each node 
updates the positions and velocities of particles in one 
box, referred to as the home box of that node and of 
those particles.  

In traditional spatial decomposition methods for 
parallelizing range-limited pairwise interactions [18], 
the node that computes the interaction between two 
particles is always a node on which one or both parti-
cles resides.  For example, each node might compute 

forces on its own particles by importing all particles 
within the cutoff distance of its home box, then com-
puting interactions both between pairs of particles 
within the local home box and between local and im-
ported particles.  Newton’s third law guarantees that a 
pair of particles exert equal and opposite forces on one 
another.  In order to avoid performing the same force 
computation on two different nodes, each node can 
instead import particles only from the smaller “half-
shell” region illustrated in Figure 3(a), and then export 
resulting forces on the imported particles to that re-
gion when computation is complete. 

A number of recently introduced methods for par-
allelizing range-limited pairwise interactions require 
significantly less communication bandwidth than tra-
ditional parallelization methods [4, 5, 22, 24].  In 
these neutral territory methods, some of which have 
been used effectively on clusters of general-purpose 
processors [3], the interaction between two particles is 
sometimes computed by a node on which neither par-
ticle resides [5].  Anton uses one such method, the NT 
method, in which each node computes interactions 
between particles in a tower region and particles in a 
plate region (Figure 3(b)).  Both of these regions con-
tain the home box.  The NT method considers interac-
tions between each particle in the tower and each par-
ticle in the plate, but computes only those that satisfy 
certain selection rules.  One of these rules requires 
that the distance between the particles be less than the 
cutoff, while the others ensure that each interaction is 
computed only once. 

A DPSR implements precisely the calculations 
required by the NT method1.  The input sets T and P 
correspond to the tower and plate.  Selection is per-
formed using the NT method’s selection rules.  The 
reduction is the summation of vector forces, giving a 
resultant force on each atom in the plate and each 
atom in the tower.  For example, a cubical system of 
25,000 atoms running on a 512-node configuration of 
Anton would have cubical home boxes roughly 8 Å on 
a side containing about 50 atoms each.  Using a cutoff 
radius of 13 Å, each node would have about 220 at-
oms in its tower (T) and 430 atoms in its plate (P).  
The product set consists of about 100,000 pairs, of 
which about 23,000 satisfy the selection rules.  Thus, 
each node must import and export about 550 particles 
(the tower and plate particles not in the home box), 
consider selection rules for about 100,000 pairs, and 
evaluate about 23,000 interactions.  These numbers 

                                                                 
1 The calculations required by traditional spatial decomposition 
methods can also be expressed as DPSRs and executed on Anton, 
but they will typically deliver lower performance than the NT 
method. 

sum down 
columns

output P

input P

Step 1. Direct product generation and selection

Step 2. Function evaluation and reduction

 

Figure 2. Direct product selection reduction 
operation (DPSR).  In step 1, a selection crite-
rion is applied to all pairs consisting of an ele-
ment of set P and an element of set T.  Pairs that 
satisfy the selection criterion are circled. In step 
2, a function is applied and the results are 
summed down the columns and across the rows, 
producing |P|+|T| distinct outputs.    
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are purely illustrative; Anton can scale up to much 
larger chemical systems. 

Anton also uses a variant of the NT method to 
parallelize charge spreading and force interpolation.  
In this case, gridpoints in the tower are interacted with 
particles in the plate, or vice versa.  Newton’s third 
law does not reduce the computation required for grid-
point-particle interactions because the calculations are 
unidirectional (from particle to gridpoint in charge 
spreading, and from gridpoint to particle in force in-
terpolation).  As a result, the plate import region must 
be enlarged as shown in Figure 3(c), and the only se-
lection rule is the one requiring that the distance be-
tween the points be less than the cutoff. 

The idea of matching bandwidth to computation 
by appropriately blocking an algorithm so that input 
and output scale more slowly than computation is not 
new.  It is the basic idea behind the highly successful 
BLAS3 matrix-matrix routines for linear algebra [7].   

3. Architecture 

The HTIS, illustrated in Figure 4, is a hardware 
implementation of an MD-specific DPSR.  Up to 16 
points from one set, T, are first distributed to the tower 
particle array in each of 32 pairwise point interaction 
modules (PPIMs), for a total of up to 512 tower parti-
cles.  Then points from a second set, P, are streamed 

to each of the PPIMs through the particle distribution 
network.  The selection criterion is applied in parallel 
by 8 match units per PPIM (256 in all), identifying all 
pairs that meet the selection criterion in two cycles.  
Interactions between selected pairs are computed by 
one PPIP per PPIM (32 in all), each 28 stages deep 
and running at 800 MHz.  The PPIPs give Anton its 
computational power, providing each HTIS with hun-
dreds of times the throughput of a modern high-
performance general-purpose processor (see Section 
4).  Two separate reductions are applied to the outputs 
of the PPIP; forces on points in T are summed in the 
tower force arrays (one per PPIM, 32 in total), while 
those on particles in P are summed on the systolic 
force reduction network. 

Other hardware components in the HTIS support 
import and export of data through the ASIC’s com-
munication subsystem and buffering of data in particle 
memory.  The overall operation of the HTIS is under 
the control of the interaction control block (ICB), a 
programmable general-purpose processor with HTIS-
specific instructions.  The entire HTIS requires about 
one third of Anton’s 17-mm-by-17-mm die. 

 
Figure 3. Import regions associated with several parallelization methods for range-limited pair-
wise interactions.  (a) In a traditional spatial decomposition method, each node imports particles in the 
half-shell region so that they can interact with particles in the home box.  (b) In the NT method, each node 
computes interactions between particles in a tower region and particles in a plate region.  Both of these 
regions include the home box, but particles in the remainder of each region must be imported.  (c) In a 
variant of the NT method used for gridpoint-particle interactions, the plate region is larger.  Both the tower 
and the plate include the home box, which is hidden in this illustration. 
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3.1 Particle Memory and Interaction Control 
Block 

Communication on Anton is one-sided.  That is, 
the sender explicitly specifies a destination address 
and expects no confirmation of receipt.  From the per-
spective of the receiver, data arrives asynchronously.  
Particle memory decouples the operation of the HTIS 
from the rest of the chip by providing a destination to 
which other subsystems can send data to be processed 
by the HTIS.  Particle memory is an interleaved multi-
ported RAM structure that can be simultaneously writ-
ten with data arriving from the communication subsys-
tem and read to feed the particle distribution network.  
Space in the particle memory is allocated in buffers, 
each of which holds data (positions and parameters) 
for up to 512 particles or 2048 gridpoints, correspond-
ing to the cumulative size of the tower particle arrays. 

The ICB controls all configuration and data 
movement within the HTIS.  It is a general-purpose 
processor augmented with HTIS-specific instructions 
issued into hardware-controlled queues that control 
the transfer of data to and from the particle memory 
buffers.  Logic in the particle memory allows the in-
struction at the head of a queue to wait until some set 
of conditions is met before executing (e.g., a buffer 
has been filled).  The combination of queues and the 
fact that each instruction on the queue implies a sig-
nificant amount of data transfer allows the ICB to op-
erate ahead of the particle distribution network and out 
of the critical path of computation.  

3.2 PPIM Array and Particle Distribution 
Network 

A DPSR specifies the evaluation of up to |P||T| in-
teractions, but |P||T| separate pipelines would be ex-
pensive to implement and difficult to use efficiently.  
The PPIM array consists of 32 pipelines and support-
ing logic that allow it to compute the selections, inter-
actions and reductions required for MD.  First, the 
tower points are distributed, round-robin, among the 
pipelines.  Then plate points are broadcast to each of 
the pipelines, where they are paired with the tower 
points.  These pairs are filtered by the selection crite-
rion, and interactions are computed for those pairs that 
pass through the filter.  The particle distribution net-
work implements tower point distribution and plate 
point broadcasting by organizing the PPIMs into four 
chains of eight PPIMs each.  Plate and tower points 
are broadcast to the heads of the chains and then 
stream through the chains, visiting one PPIM per 
clock cycle.  

The finite capacity of the tower particle array 
places an upper bound on the size of a DPSR that the 
HTIS can compute at one time.  To simulate larger 
systems, the single conceptual DPSR must be decom-
posed into a set of smaller DSPRs, which are pipe-
lined through the HTIS.  In this situation, a significant 
amount of time is spent loading tower points from 
particle memory.  To hide this cost, the distribution 
network supports double-buffering of tower points, 
with separate busses for the tower and plate points and 
storage for a primary tower and a shadow tower.  The 
shadow tower, containing points for the next DPSR, 
can be filled while the current DPSR is being com-
puted.  As a result, tower distribution is removed from 
the critical path when operating in this mode. 

 
Figure 4. High-throughput interaction subsystem and detail of a single pairwise point interaction 
module (PPIM).  Arrows indicate the direction of data flow in the particle distribution and force reduction 
networks.  Each chain of 8 PPIMs in these networks is folded in the floor plan so that the inputs and out-
puts can be routed to a central core. 
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The distribution network also provides buffering 
to prevent stalls.  A plate point is said to match a 
tower point if the two form a pair that satisfies the 
selection criterion.  With the NT method for typical 
cutoffs and system sizes, around 25% of all pairs in 
the direct product of the tower and the plate result in 
matches, but it is not uncommon for a plate point to 
match all of the 16 tower points stored in a single 
PPIM, nor is it uncommon for a plate point to match 
none of the tower points.  A queue that holds up to 20 
plate points provides buffering in each PPIM.  This 
buffering allows the distribution bus to continue to 
deliver plate points to downstream PPIMs even if a 
few plate points produce a large number of matches in 
upstream PPIMs and hence are processed more slowly 
than average. 

3.3 Match Units 

Because only 25% of the pairs considered satisfy 
the selection criterion, it is advantageous to filter out 
those that do not before they enter the PPIP data paths.  
Otherwise, the HTIS would waste up to three quarters 
of its computational capacity on pairs that do not ulti-
mately contribute to the results.  The match units, 
shown in Figure 5, implement an approximate version 
of the NT selection rules that eliminates 99.5% of the 
undesirable pairs.  

Computing the exact distance between a pair of 
points is area intensive, requiring three 26×26-bit mul-
tipliers.  The match units instead implement a conser-
vative, low-precision distance check using 8×8-bit 
multipliers.  As a result, eight match units consume 
roughly 0.1 mm2 of die area, which is only about 10% 
of an entire PPIM. 

The match units exactly implement the other NT 
method selection rules, which prevent double-
counting of particle-particle interactions.  Specifically, 
the NT method will consider a pair of particles within 
the cutoff twice if their home boxes are the same or 
vertically offset from one another, first with one parti-
cle in the plate and the other in the tower, and then 
vice versa.  The match units prevent duplicate interac-
tions by rejecting one of the pairings of two home box 
particles, and by rejecting pairings of home box parti-
cles with tower particles located below the home box. 

3.4 Pairwise Point Interaction Pipelines 
(PPIPs)  

The computation required to evaluate the interac-
tion functions used in MD is substantial.  The PPIP, 
shown in Figure 6, operates at 800 MHz, and requires 
about 1 mm2 of die area to evaluate interactions such 

as those in Table 1 using 18 adders, 27 multipliers, 3 
lookup tables, error detection logic, and numerous 
multiplexers that provide configurability.  The PPIP is 
fully pipelined and capable of producing a result on 
every cycle.  The input consists of two position vec-
tors and six parameters (three associated with each of 
the interacting points).  The output can be a vector 
(force) or scalar (energy or charge) depending on the 
mode.  The PPIP computes the square of the distance 
between the two points and compares the result with 
the square of the cutoff.  If the range-limit criterion is 
satisfied, the calculation continues.  If not, the remain-
der of the pipeline is ignored. 

All numbers in the PPIP are fixed point with an 
implied radix point at the left.  All inputs are scaled 
prior to simulation to support this format.  In a few 
places, exponents are explicitly manipulated in regis-
ters separate from the fundamental numeric values.  
Many of the multipliers take three inputs, a, b and s, 
producing a×b×2s, correctly rounded to the width of 
the output format.  This enhances precision in situa-
tions where it can be guaranteed that a×b is small.  
Fixed-point arithmetic is not only faster and smaller in 
hardware but also has important mathematical proper-
ties lacking in floating point arithmetic, namely exact 
associativity of addition and graceful handling of 
overflow in intermediate summations.  These proper-

 
Figure 5. Match unit.  Differences between the 
point coordinates in each of the three dimensions 
are squared and summed to produce a 16-bit 
approximation of the square of the distance be-
tween the points, which is compared to the 
threshold value.  Additional logic implements the 
other NT method selection rules, which ensure 
that each interaction is computed only once. 
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ties allow Anton systems to produce exactly the same 
results regardless of the number of nodes. 

MD simulations require some flexibility in the in-
teraction functional forms, which can be quite com-
plex.  The examples in Table 1 are typical, but not 
exhaustive, and include the complementary error func-
tion, exponentiation, large powers of the separation, 
and division.  The PPIP achieves the necessary flexi-
bility with tabulated, piecewise, cubic polynomials.  
The polynomial segments are of variable width and 
are evaluated in block-floating point so that a 256-
entry table is sufficient to provide the accuracy, flexi-
bility and dynamic range needed to evaluate the inter-
actions required by MD simulations.  Another form of 
flexibility is provided by allowing for a small number 
of combining rules, i.e., specifications for how pa-
rameters are combined to influence the result of the 
interaction.  The examples in Table 1 use a geometric 
mean combining rule for the ε1 and ε2 parameters 
(note the combination 1 2ε ε ) and an arithmetic mean 
combining rule for the σ1 and σ2 parameters, but the 
PPIP can implement either a geometric mean or arith-

metic mean combining rule for each pair of parame-
ters.   

3.5 Force Reduction Network and Tower 
Force Array 

The PPIM array, as a whole, produces one re-
duced output for each point in its input.  Just as the 
tower inputs are preloaded into PPIMs, the tower out-
puts are accumulated internally by the PPIMs and de-
livered after the last plate particle has streamed 
through the array.  The plate outputs, on the other 
hand, are accumulated on the fly and streamed out in 
parallel with the calculation. 

Reduced tower forces are accumulated in tower 
force arrays whose entries are in one-to-one corre-
spondence with the tower particle arrays that hold 
tower data.  Every force computed by a PPIP is accu-
mulated into a slot in the tower force array corre-
sponding to the tower particle that took part in the 
interaction. 

 
Figure 6. Pairwise point interaction pipeline (PPIP).  The figure shows the major functional units, illus-
trating the complexity of the PPIP.  All functional units are deeply pipelined to allow the PPIP to consume 
a pair of points and produce a result every cycle.  The reciprocal unit and the tabulated polynomial 
evaluators contain additional adders, multipliers, and the 3 lookup tables.  Data inputs and outputs are 
labeled for particle-particle interactions. 
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Reduction of plate forces takes place on the force 
reduction network, whose structure mirrors the plate 
distribution network. Each plate particle that streams 
through a PPIM produces exactly one result, the sum 
of the forces produced through its interactions with 
particles in that PPIM’s tower particle array.  These 
results are further accumulated in the force reduction 
network, producing a single total force for each plate 
particle. 

4. Performance 

Table 2 compares the performance of Anton to 
that of a number of other MD platforms on a chemical 
system with 23,558 atoms representing the protein 
dihydrofolate reductase (DHFR) surrounded by water.  
The same chemical system was used in the Joint Am-
ber-CHARMM MD benchmark [15], as well as in 
prior work on the Anton system [23].  The third col-
umn of the table shows a performance metric that mat-
ters to users: the time to perform an MD time step.  
Performance comparisons are notoriously difficult to 
perform fairly, especially when comparing systems 
that debuted at different times, using different tech-
nology, with different research goals.  We are uncom-
fortable speculating about the future performance of 
other MD platforms, so Table 2 reports either results 
that we have collected ourselves or the most recent 
results reported for a platform.  Readers may apply 
speedups according to Moore’s Law (and the equiva-
lent rules for communication bandwidth and latency) 
to make their own extrapolations.  NAMD [17], 
widely regarded as the fastest MD software for com-
modity clusters at high levels of parallelism, and 
Desmond [3], a software package developed by our 
group that incorporates algorithms discovered in the 
process of designing Anton, were both run on a cluster 
of 2.4 GHz Opteron processors connected by an In-

finiband network.  NAMD’s maximum performance 
was achieved on 256 processor cores, and Desmond’s 
on 512 processor cores.  Anton’s simulation speed 
exceeded 300 times the maximal speed achievable 
with NAMD and 70 times the maximal speed achiev-
able with Desmond2.  IBM has shown that its Blue 
Gene/L supercomputer, running its Blue Matter MD 
code, can scale to as many as 16,384 processor cores 
for a chemical system of this size [10], but even at 
such extreme levels of parallelism, the maximal re-
ported simulation speed is approximately 90-fold 
lower than Anton’s [23].  The table also includes per-
formance figures for MDGRAPE-3, the most recent 
specialized ASIC for MD from the MDGRAPE pro-
ject [16], and for GROMACS, widely regarded as one 
of the fastest uniprocessor MD codes available [27].  

As the focus of this paper is the HTIS, we attempt 
to quantify its performance relative to the equivalent 
interaction computations on other MD platforms.  
Such a comparison, however, is difficult for several 
reasons.  First, no MD platform is optimized for per-
formance on range-limited pairwise interactions alone, 
so this one component of performance is not necessar-
ily representative of overall performance.  Second, 
few reports in the literature precisely state perform-
ance on range-limited pairwise interactions alone, so 
to make the comparison at all we are forced to use 
approximations from different machine configura-
tions, different chemical systems, and different simu-
lation parameters.  With all these caveats, the fourth 
                                                                 
2 In typical operation, we expect Anton to use an integration method 
that allows it to evaluate grid-based electrostatic forces only every 
other time step.  Such multiple time step methods were not used in 
the comparison of Table 2 because several of the platforms listed do 
not support them.  Multiple time step methods will accelerate simu-
lations on Anton more than simulations on other platforms, because 
these methods increase the fraction of the computation consisting of 
range-limited pairwise interactions and because Anton’s perform-
ance advantage for these interactions is particularly large. 

Table 2.  Performance of various MD platforms on the DHFR system.  All simulations use the bench-
mark parameters specified in Table 2 of Shaw et al. [23].  Data in the third column are restated from Fig-
ure 6 of Shaw et al. [23], except for the GROMACS entry, which reflects a more recent measurement on 
a 3.2 GHz Xeon core.  Many of the entries in the fourth column represent rough estimates, as described 
in the text.  Dates reflect when the measurement was made, which may differ from the date the machine 
commenced operation.  

System Configuration Time to complete  
a time step (µs) 

Time to complete particle-particle 
force computation (µs) 

Anton (2008 estimate) 512 ASICs 19 2.4 
Desmond on Cluster (2006) 512 cores 1,400 361 
Blue Matter on Blue Gene/L (2006) 16,384 cores 1,700 850 
NAMD on Cluster (2006) 256 cores 6,300 N/A 
MDGRAPE-3 (2003) 12 ASICs 26,000 7,900 
GROMACS (2007) 1 core 181,000 111,000 
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column of Table 2 shows our estimates of the wall-
clock time spent by each MD platform performing 
particle-particle interactions.  The Anton figure comes 
from our own RTL simulations.  The Desmond figure 
is derived from a performance model that has been 
built from and validated against wall-clock simulation 
times.  We have not listed a figure for NAMD, as its 
parallelization strategy does not lend itself to this kind 
of breakdown.  The Blue Gene figure was calculated 
by halving the estimated time for Blue Gene to com-
plete a time step, based on a recent report that Blue 
Gene spends 50% of its time on particle-particle cal-
culations for a different chemical system [10, 11].  
The MDGRAPE-3 figure was calculated using that 
group's performance model [25].  The GROMACS 
figure comes from profile runs we conducted.  Despite 
the large potential for noise in these estimates, two 
things are clear: the HTIS computes particle-particle 
interactions more than two orders of magnitude faster 
than other systems, and Anton computes an entire time 
step in far less time than other systems spend on parti-
cle-particle interactions alone. 

While peak performance is a much-abused per-
formance metric, it is indicative of the silicon area 
devoted to computational units in both general-
purpose and special-purpose solutions, and from this 
perspective serves as an illustrative architectural met-
ric.  Table 3 lists peak performance (measured in par-
ticle-particle interactions per microsecond per chip) 
for three different platforms.  Custom hardware en-
ables solutions that are both deep (each Anton PPIP is 

28 stages deep and performs about 50 arithmetic op-
erations per clock cycle) and wide (Anton has 32 
PPIPs per ASIC).  This results in on-chip parallelism 
far beyond the capability of general-purpose, pro-
grammable systems.  Note that both special-purpose 
solutions (Anton and MDGRAPE-3) have orders of 
magnitude more peak performance than software run-
ning on general-purpose processors.  The performance 
advantage of a special-purpose architecture is not 
threatened by Moore’s law, since the same technology 
that enables more cores on future general-purpose 
processors will also enable more special-purpose pipe-
lines on future ASICs.   

Our last figure returns to a user-relevant dimen-
sion of performance: scaling with problem size.  
Figure 7 shows a breakdown of the wall-clock time 
for a single time step for chemical systems ranging 
from 20,000 to 100,000 atoms.  These timings reflect 
settings we expect to use in a production environment; 
cutoffs and other parameters vary from system to sys-
tem in a way that maintains the required computa-
tional accuracy while maximizing performance.  It is 
clear that Anton’s performance achieves linear scaling 
over this range of system sizes.  System balance is 
also largely independent of problem size; the HTIS 

Table 3.  Peak performance of different hard-
ware systems on the particle-particle force 
calculation shown in Table 1.  The 32 pipelines 
on a single Anton ASIC each produce one result 
per 800 MHz clock cycle.  An MDGRAPE-3 ASIC 
has 20 pipelines that produce one result per 300 
MHz clock cycle; following the MDGRAPE team’s 
methodology, we derated by a factor of two be-
cause separate passes through the pipeline are 
required to compute pairwise electrostatic and 
van der Waals forces, and by an additional factor 
of two because the MDGRAPE-3 architecture 
requires that each calculation be performed 
twice, once to get the force on each atom in an 
interacting pair.  Xeon performance was meas-
ured with a highly tuned microkernel on a 3.0 
GHz processor. 

System Peak performance 
(interactions/µs/chip) 

Anton (single ASIC) 25,600 
MDGRAPE-3 (single ASIC) 1,500 
Dual core Xeon 122 

Figure 7. Performance of a 512-node Anton 
system versus chemical system size.  Wall-
clock time for an entire time step and for various 
HTIS tasks is plotted as a function of the number 
of atoms in the chemical system.  The large jump 
in simulation time around 45,000 atoms is due to 
the increase in the grid size required to maintain 
simulation accuracy.  Data is from a cycle-based 
performance model calibrated to within 10% of 
the RTL.  Server memory limitations restrict the 
cycle-based performance model to about 
100,000 atoms, but Anton itself will be capable of 
simulating billions of atoms. 
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computation accounts for between one quarter and one 
third of the total time step across the entire range.  
Scaling to smaller problems, with time steps com-
pleted in less than 20 microseconds, is particularly 
noteworthy as systems of this size will be the first 
ones to be simulated over millisecond time scales. 

5. Related Work 

The use of specialized hardware allows Anton’s 
HTIS to achieve a peak performance on range-limited 
pairwise particle interactions that is more than two 
orders of magnitude higher than a modern general-
purpose processor.  Specialized hardware for MD has 
a surprisingly long history: the Delft machine [2], op-
erational in 1982, implemented a 4 MHz arithmetic 
pipeline similar to one of our PPIPs.  Other special-
ized hardware projects, e.g., FASTRUN [9], MD En-
gine [26], and MDGRAPE [16], have also accelerated 
the inner loop of MD calculations using the technol-
ogy available at the time.  Anton's HTIS updates the 
technology to 2008, but more importantly, it is the 
first to simultaneously address the limits imposed by 
parallel inter-chip communication and massively par-
allel on-chip computation using the combination of the 
NT algorithm and a direct product selection reduction 
architecture.  The MDGRAPE project [16], which has 
produced several specialized ASICs for MD, allows 
computation of all interactions between two sets of 
particles, but the ASIC does not implement selection 
criteria.  As a result, a substantial majority of the in-
teractions computed by MDGRAPE represent redun-
dant computation that would be excluded on Anton.   

Anton’s HTIS is also the first specialized hard-
ware to accelerate the charge spreading and force in-
terpolation parts of the grid-based electrostatic interac-
tions, further increasing the portion of the computation 
that is accelerated by specialized hardware.   

6. Conclusion 

Anton’s HTIS delivers unprecedented arithmetic 
performance on the most time consuming calculations 
in MD.  The microarchitecture of the HTIS is de-
signed to perform well at high levels of parallelism 
(i.e., only tens of atoms per node).  This scalability is 
delivered through tight integration of particle memory, 
particle distribution and force reduction networks, 
match units, and dense computational pipelines.   

Beyond the HTIS’ specialized resources for the 
inner-loop computation, the Anton system includes a 
specialized, high-performance communication net-
work and deploys a specialized flexible subsystem to 
handle the remaining computations.  These compo-

nents are essential to the overall performance of An-
ton.  Without them, the HTIS would be starved for 
data or blocked on output, greatly hindering Anton’s 
ability to actually perform MD calculations.  The net 
effect of this systematically balanced and specialized 
engineering solution is that Anton should be able to 
perform MD simulations roughly two orders of magni-
tude faster than is currently possible, enabling simula-
tions on millisecond time scales.  It is our hope that 
the resulting tool will enable scientific discoveries that 
will increase understanding of biological systems and 
the nature of disease, and eventually pave the way for 
new therapies to improve health and quality of life.   
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